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1.  Introduction

Convective heat transfer is a common physical process 
often encountered in fluidmechanics, especially in micro-
fluidics (Yoshida 2005). It is governed by a complex inter-
action between a fully three-dimensional velocity field and 
the superimposed temperature field. A better understanding 
of this phenomenon is a key factor for future developments 
in various engineering disciplines, such as process engi-
neering, transportation, communication and many more. For 

instance, great advances in the miniaturization of electronic 
components have been made during the last decade, partly 
due to more efficient heat management systems. Heat transfer 
plays also a major role in chemical engineering. The yield 
of a chemical reaction can be increased by controlling the 
temperature at the most desirable point. This could lead to a 
better performance of microfluidic fuel-cells (Faghri and Guo 
2005). Therefore, a technique for simultaneous non-intrusive 
measurements of the velocity and the temperature field is 
necessary.

Particle image velocimetry (PIV) and particle tracking 
velocimetry (PTV) are well established optical methods for 
the non-intrusive measurement of velocity fields (Kähler et al 
2016). The fluid is seeded with particles that should faithfully 
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Abstract
The simultaneous and non-intrusive measurement of temperature and velocity fields in flows 
is of great scientific and technological interest. To sample the velocity and temperature, tracer 
particle based approaches have been developed, where the velocity is measured using PIV 
or PTV and the temperature is obtained from the intensity (LIF, thermographic phosphors) 
or frequency (TLC) of the light emitted or reflected by the tracer particles. In this article, a 
measurement technique is introduced, that relates the luminescent intensity ratio of individual 
dual-color luminescent tracer particles to temperature. Different processing algorithms are 
tested on synthetic particle images and compared with respect to their accuracy in estimating 
the intensity ratio. Furthermore, polymer particles which are doped with the temperature 
sensitive dye europium (III) thenoyltrifluoroacetonate (EuTTA) and the nearly temperature 
insensitive reference dye perylene are characterized as valid tracers. The results show a 
reduction of the temperature measurement uncertainty of almost 40% (95% confidence 
interval) compared to previously reported luminescent particle based measurement techniques 
for microfluidics.
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follow the flow. The region of interest is illuminated with a laser 
light sheet or via volume illumination and a series of consecutive 
images or image pairs is taken at a known time difference. The 
velocity field can then be estimated by the particles’ displace-
ment and the elapsed time between two images after a proper 
calibration. For PIV the images are subdivided into small inter-
rogation windows which are cross-correlated. The displacement 
of a particle image ensemble at each location is proportional to 
the shift of the correlation peak in the respective interrogation 
window. In PTV the velocity vector can be computed for each 
particle image individually even for comparatively high seeding 
concentrations (Cierpka et  al 2013). Thus, in contrast to PIV 
this technique does not show a bias error, when strong velocity 
gradients are present in the flow (Kähler et al 2012). Therefore, 
PTV is better suited in the case of large in-plane as well as out-
of-plane gradients (Kähler et al 2012), as typical in microflu-
idics. This makes the technique ideally suited for the evaluation 
of microfluidic systems (Cierpka and Kähler 2012).

A common optical method for measuring the temperature 
field with high resolution in macroscopic flows (Sakakibara 
and Adrian 1999, Shafii et al 2010), as well as in microscopic 
flows (Natrajan and Christensen 2009, Kim and Yoda 2010) 
is laser induced fluorescence (LIF). The technique relies on 
dissolving fluorescent dyes in the fluid, that exhibit a fluores-
cent intensity which is highly dependent on the surrounding 
temperature (Crimaldi 2008). To account for spatial or tem-
poral variations in the excitation energy, a two-color approach 
is often applied, where two fluorescent dyes with different 
temperature dependencies and different emission spectra are 
dissolved in the fluid under investigation and the temper
ature is estimated from the ratio of the two fluorescent sig-
nals. However, LIF has similar drawbacks as PIV does when 
it is applied to microfluidics. Due to the volume illumination, 
dye molecules outside of the in-focus plane significantly 
contribute to the fluorescent signal. This introduces a bias 
error, when out-of-plane temperature gradients are present. 
Consequently, temperature sensitive tracer particles have to be 
used to simultaneously measure the temperature and velocity 
field, without bias errors.

One type of luminescent particles that have often been 
used for this task are so called thermographic phosphors 
(Aldén et al 2011). They are temperature sensitive over a large 
temperature range and at high temperatures (300 K–2000 K) 
and show an intensity change in the order of 0.3% K−1 (Fond 
et al 2012, 2015)). This limits their applicability to microflu-
idic flows, where in most cases smaller temperature variations 
are present. Furthermore, currently available particles are ran-
domly shaped and not spherical, which reduces the precision 
in estimating the particle center position through PTV for large 
optical magnifications. Additionally, it is relatively difficult 
to uniformly suspend phosphor particles in water. Therefore, 
even phosphors with a higher temperature sensitivity, such as 
ZnO phosphors (∼1% K−1, Abram et al (2015)), are presently 
not used in microfluidic experiments.

Vogt and Stephan (2012) measured the temperature and 
velocity field in a flow driven by natural convection as well as in 
a pressure driven flow inside a capillary tube using fluorescent 
tracer particles. To estimate the temperature and the velocity 

field the camera images were divided into smaller interroga-
tion windows and the temperature and velocity values for each 
window were calculated. For the temperature estimation, this 
resulted in an uncertainty of 3.4±  K for a 95% confidence 
interval in the case of natural convection, when temporal aver-
aging over 20 images was used. For the microfluidic experiment 
with the capillary tube, a measurement uncertainty of 8.6±  K 
and 6.9±  K (95% confidence interval) was obtained with tem-
poral averaging over 500 images, depending on the flow rate 
and thus on the number of particle images captured during one 
experiment. However, since the authors did not use particle 
tracking, only averaged values for the interrogation windows 
could be obtained, which limited the spatial resolution.

Another option for temperature sensitive particles is the 
use of so called thermochromic liquid crystals (TLCs), which 
reflect different parts of the visible spectrum of light depending 
on their temperature. Thus, when the particles are illuminated 
by white light and imaged on a color-camera, the color of the 
particle images can be related to the temperature in the fluid. 
This technique is known as particle image thermometry (PIT) 
and has been introduced nearly 30 years ago for simultaneous 
velocity and temperature field measurements by combining 
PIV and PIT (Kimura et al 1988, Hiller et al 1993). Recently, 
Schiepel et al (2016) combined PIT with tomographic PIV to 
simultaneously measure the volumetric velocity and temper
ature field in turbulent Rayleigh–Bénard convection. A com-
prehensive review of the technique can be found in Dabiri 
(2009). Under ideal conditions, uncertainties in the temperature 
estimation lower than 0.1 K were reported for particle ensem-
bles depending on the width of the working temperature band 
of the TLCs, which can range from 0.5 K to 20 K for currently 
available TLC materials (Kim et al 2015). Segura et al (2013) 
adapted the measurement method for microfluidic applications, 
by evaluating individual non-encapsulated TLCs. The authors 
reported a measurement uncertainty of 4.9% over 13 K with a 
95% confidence interval. Segura et al (2015) used this technique 
to simultaneously measure the volumetric (3D3C) velocity- and 
temperature field in an evaporating droplet with high resolution. 
However, long exposure times were necessary. Therefore, the 
technique it was only applicable to slow flows (Segura 2014).

To overcome the aforementioned limitations, the aim of 
this article is to provide a reliable method for evaluating the 
luminescent intensity signals of individual particle images to 
measure temperature fields. Different means of calculating the 
intensity ratio of individual particle images will be investi-
gated and compared with the help of synthetic particle images. 
Furthermore, luminescent polymer micro particles doped with 
the temperature sensitive dye europium (III) thenoyltrifluoro-
acetonate (EuTTA) and the nearly temperature insensitive 
dye perylene will be characterized as valid tracer particles for 
simultaneous velocity and temperature field measurements.

2.  Sampling and processing of individual 
particle images

The investigation presented in this article is based on the 
assumption that particle images can be approximated by a 
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two-dimensional circular symmetrical Gaussian function. This 
simplification is valid for diffraction limited imaging, which 
holds for the imaging of particles with a diameter of less than 
10 μm (Adrian 1991) as well as for infinity corrected optics, 
which are commonly installed in the microscopes used in 
microfluidics (Meinhart and Wereley 2003). However, the ana-
lytical intensity distribution of a particle image is sampled on 
the discrete pixels of a camera sensor. Therefore, the actual 
intensity value of each pixel is an integrated value of the 
Gaussian. Figure 1 shows in one dimension the analytical and 
discrete intensity distribution of a particle image with a diam-
eter of D 3p =  pixel3 located at a center position of X 00 =  
pixel and X 0.50 =  pixel, i. e. at the interface between two 
pixels. It can clearly be seen that although the analytical inten-
sity distributions are equal, there is a difference of almost 20% 
between the maximum intensity values of the discrete particle 
images, due to the shift in the sub-pixel position even without 
any additional noise. As the set up for the ratiometric measure-
ment method consists of two independent cameras or sensors, 
which image the same area of view, it will hardly be possible 
to match both cameras on the sub-pixel level. Therefore, it is 
likely that the appearance of the same particle on each camera 
image differs according to figure  1. Consequently, the sub-
pixel shift of the particle images between the two cameras can 
cause large bias errors, if the intensity maximum is used for 
rationing. The size of this bias error increases with decreasing 
particle image diameter and increasing difference in sub-pixel 
position as can be seen in figure 2. For a particle with a diam-
eter of D 1p =  pixel, the calculated ratio is only 52% of the 
true ratio (R R 0.52true/ = ) at the maximum sub-pixel offset 
of X 0.50 =  pixel. As small particle image diameters are also 
disadvantageous for velocity measurements due to the peak 
locking effect the following analysis assumes particle images 
of 3 or more pixel extension, as typical in microfluidic applica-
tions. Nonetheless, the ratio between the calculated and the true 

intensity ratio R R 0.83true/ =  at the maximum sub-pixel offset 
is still too far away from unity, to yield reliable measurement 
results. Fortunately, the bias error due to the different sub-pixel 
positions in both camera images can be assessed prior to the 
experiments for different combinations of particle image diam-
eter and sub-pixel position. Since modern particle tracking 
algorithms are able to estimate the particle image position and 
diameter within subpixel accuracy (Cierpka et  al 2010), the 
measurements can be corrected for the sub-pixel error.

Alternatively to the peak intensity values it is also possible 
to use the mean intensity of the particle image for rationing. 
Figure 2 shows that the mean value is not affected by the sub-
pixel shift between the camera images, as expected, because 
the same intensity is just distributed over a different number 
of pixels, so that the integral or mean intensity values are iden-
tical. To detect particle images and their diameter, usually a 
constant threshold is defined to segment the camera image. A 
conjugated group of pixels that lie above that threshold and 
comply with other specified criteria (e.g. minimal/maximal 
diameter) will be regarded as a particle image. However, when 
two fluorescent dyes are used, the intensity of the reference 
dye stays approximately constant throughout the experiment, 
whereas the intensity of the dye that is sensitive to the meas-
ured scalar will change depending on the value of the quantity. 
Consequently, the intensity distribution of one of the particle 
images will be lower than the other one, depending on the value 
of the scalar. In figure 3 the analytical distribution of two par-
ticle images with an intensity ratio of / =I I 0.7max,2 max,1  and a 
particle image diameter of D 3p =  pixel is shown. The green 
area depicts the part of the intensity distribution of the darker 
signal that will be regarded as a particle image, if a global seg-
mentation value of 0.1 is used. It can be seen, that the detected 
diameter of the darker signal, is smaller than the diameter of 
the brighter particle image. Therefore, the mean intensity of 
the lower signal will be estimated as too high, which will lead 
to a bias error in the intensity ratio of both signals. To obtain 
the correct ratio, the detected diameters of associated particle 
images have to be equal. In principle, this can be achieved 
by adapting the segmentation value for each particle image 

Figure 1.  The analytical intensity distribution for a particle image 
with a diameter of D 3p =  pixel at X 00 =  pixel and X 0.50 =  pixel 
and the corresponding signals on discrete pixels without noise.

Figure 2.  Ratio of the maximum intensities for particle images with 
different diameters Dp at changing sub-pixel positions.

3 A fill factor of one is assumed here (all the light on the surface is integrated 
on the corresponding pixel).
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individually, but this is very difficult to realize. A more con-
venient method is to detect the particle images for both cam-
eras using a global threshold value and then prescribing one of 
the detected diameters for both particle images. In figure 4 the 
calculated intensity ratio for different segmentation thresholds 
and true intensity ratios for both methods (global segmentation 
and equal diameter, D 3p =  pixel) are shown. It can clearly be 
seen, that the size of the bias error increases with increasing 
segmentation threshold and decreasing intensity ratio. It can 
be fully avoided by setting the particle image diameters to the 
same value.

In the case of ideal images, using the corrected maximum 
intensity or the mean intensity value with equal diameters 
yields equally accurate results for the intensity ratio. However, 
in reality the obtained images are subjected to noise, which 
adds as a random error. It can be assumed that noise influ-
ences the results of both processing methods differently. 
Therefore, synthetic images with different signal to noise 
ratios (SNR I 2max/ σ= , where σ is the standard deviation of 
the camera noise and Imax is the average of the maximum 
signal intensities of all particle images) and particle image 
diameters were created and used for the test of both methods.

3.  Synthetic particle images

Analyzing synthetic images is a common method to test and 
validate processing algorithms (Kähler et al 2012, Kähler et al 
2016). The investigated parameters can be fully controlled, 
as opposed to an experiment, where additional uncertainties 
exist, such as the imaging optics, particle properties, illumi-
nation power and pulse-to-pulse stability and many more. 
Furthermore, single parameters can be changed individu-
ally and the parameter range can be extended beyond what 
is experimentally accessible. For the following analysis the 
real camera image of a 16 bit sCMOS camera was simulated 
by randomly distributing 150 synthetic particle images with 
a Gaussian intensity distribution over an area of 2160 2560×  

pixel. This corresponds to a relatively low seeding concen-
tration, which was chosen to avoid particle image overlap-
ping. To reproduce the effects arising from the sampling of 
the analytical intensity distribution on the discrete pixels of 
a camera chip, the gray value of each pixel was calculated 
by integrating the intensity over the corresponding pixel area. 
This implies the assumption of a camera sensor with a fill 
factor of one and a constant transfer function. In reality this 
may not be the case because of micro lenses and the design 
of the sensor, which causes bias errors as discussed in Kähler 
(2004). However, this simplification can be neglected for the 
investiagtion of the sensitivity of the algorithms as aimed by 
the current study. To investigate the influence of the signal to 
noise ratio, normal distributed noise with a standard deviation 
of I 2 SNRmax /( )σ = ⋅  was added to the synthetic images. To 
avoid saturation on the 16 bit images, the maximum intensity 
of the particle images was set to I 0.9 2max

16= ⋅ .
In the investigated measurement method, the scalar field is 

estimated by the intensity ratio between a signal and a reference 
image. Therefore, pairs of synthetic camera images were cre-
ated, with a constant intensity ratio of I I 0.9temp ref/ =  between 
corresponding particle images. However, the absolute noise 
level was maintained equal for both camera images, which is 
coherent with experimentally acquired images. A uniformly 
distributed sub-pixel shift ranging from  −0.5 to 0.5 pixels in 
X and Y direction was introduced between the particle image 
pairs to investigate the effects arising from the sub-pixel error. 
Additionally, multiple sets of synthetic particle images were cre-
ated, with varying particle image diameters (D 3p = –20 pixel) 
as well as different signal to noise ratios. Thus, the dependency 
of the processing methods on the characteristic appearance of 
the particle images can be studied. To reach statistical conv
ergence in the intensity ratio and the standard deviation of the 
ratio, 7500 independent particle image pairs were evaluated for 
each combination of particle image diameter and SNR. The 
particle images in the signal and reference image are identified, 
by setting a global segmentation threshold of I SNRmax/ . A 2D 
Gaussian fit is used to estimate the center and diameter of each 

Figure 3.  Analytical intensity distribution of two particle images 
with an intensity ratio of / =I I 0.7max,2 max,1  and a diameter of D 3p =  
pixel and the area that will be considered as the darker particle image 
in processing for a global segmentation threshold of 0.1.

Figure 4.  Calculated intensity ratio for globally segmented particle 
images and particle images with equal diameters (D 3p =  pixel) for 
varying true intensity ratios and segmentation threshold.
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particle image within sub-pixel accuracy (Kähler et  al 2012) 
and the respective intensity ratios were obtained by dividing the 
peak intensity values, as well as the mean intensity values of 
corresponding particle images. Because the sub-pixel position 
of the particle image centers is also estimated by the particle 
image detection algorithm, the peak intensity ratio can be cor-
rected for the sub-pixel error. To determine the mean intensity 
ratio, first the particle images’ diameter in the signal image was 
set equal to the corresponding diameters found in the reference 
image. Then, the arithmetic mean of the intensity values of all 
pixels within each particle image’s diameter was computed and 
finally the ratio was calculated. No preprocessing or smoothing 
of the synthetic camera images was done prior to the particle 
image detection and the calculation of the intensity ratios. 
However, to reduce the standard deviation in the determination 
of the intensity ratios with both methods, the noisy intensity 
distributions of the particle images were approximated by a 2D 
Gaussian with the least square fitting method.

In order to determine the method which gives the most 
accurate prediction of the temperature field, the different 
approaches are compared with regard to the standard devia-
tion, which gives the random error, and the deviation of the 
estimated intensity ratio from the true intensity ratio. In 
figure 5 the standard deviation over all particle image ratios 
that were calculated with the corrected maximum particle 
image intensity is compared to the standard deviation that was 
achieved, when the maximum intensity of the Gaussian fit was 
used for rationing. For better readability only a representa-
tive selection of particle image diameters is presented. The 
results show, that using the maximum of the Gaussian fit to 
calculate the intensity ratio yields smaller standard deviations, 
i.e. a better measurement accuracy, than using the corrected 
maximum intensity, except for a particle image diameter of 
D 3p =  pixel at SNRs 20< . For the ratios of the corrected 
maximum, no results are shown for SNR 5< , since the 
algorithm could not give reliable results for such high noise 
levels. However, applying the Gaussian fit before calculating 

the ratio gave reliable results for SNR 2⩾  for particle image 
diameters of D 7p ⩾ . In figure 6 the same comparison is done 
for the ratios of the mean particle image intensity with equal 
diameter and the ratios of the mean of the Gaussian fit. Here, 
the intensity ratio from the Gaussian yields a smaller standard 
deviation for all investigated particle image diameters and 
signal to noise ratios. Reliable results for a SNR 5<  could be 
obtained with both methods only for particle image diameters 
of D 7p ⩾  pixel. In figure 7 the rationing methods that yielded 
the smallest standard deviation for the ratio of the maxima 
(for D 3p =  pixel and SNR 20<  corrected maximum, else 
Gaussian fit) and the ratio of the mean intensities (Gaussian 
fit) are compared. It can clearly be seen, that using the mean of 
the Gaussian for rationing always leads to a smaller standard 
deviation. Furthermore, the standard deviation can be approx-
imated as a second order exponential function of the signal 
to noise ratio. This means that a small improvement of the 

Figure 5.  Comparison of the standard deviation of the ratio of the 
corrected maximum intensity values and the standard deviation of 
the ratio of the maximum intensity values from the Gaussian fit for 
different particle image diameters and SNRs.

Figure 6.  Comparison of the standard deviation of the ratio of the 
mean raw intensity values and the standard deviation of the ratio of 
the mean intensity values from the Gaussian fit for different particle 
image diameters and SNRs.

Figure 7.  Comparison of the standard deviation of the ratio of the 
maximum intensity values and the standard deviation of the ratio of 
the mean intensity values from the Gaussian fit for different particle 
image diameters and SNRs.

Meas. Sci. Technol. 27 (2016) 115301
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SNR leads to a substantial reduction in the standard devia-
tion for SNRs 10< , thus, largely improving the measurement 
accuracy. Therefore, a high luminescent signal is an important 
condition for a reliable temperature estimation.

From the presented results it can be concluded, that 
approximating the noisy intensity distributions of the particle 
images with a 2D Gaussian and using the mean value of this fit 
for rationing, leads to the most accurate results for the inten-
sity ratio of all investigated methods. This finding is supported 
by figure 8, which shows the deviation of the estimated mean 
intensity ratio from the true intensity ratio when the maximum 
of the Gaussian fit and when the mean of the Gaussian fit is 
used for rationing. For both methods the deviation is smaller 
than 2 percent of the true ratio and the method calculating the 
intensity ratio from the mean of the Gaussian shows a smaller 
deviation. For particle image diameters of D 7p ⩾  pixel and 
signal to noise ratios of SNR 5⩾  the deviation of the estimated 
intensity ratio from the true intensity ratio is below 0.1%.

4.  Characterization of EuTTA/perylene tracer 
particles

A key factor in achieving reliable particle based temperature 
field measurements are the tracer particles themselves. They 
have to possess a variety of very demanding properties to allow 
for an accurate temperature estimation. First a combination 
of a temperature sensitive dye and a reference dye has to be 
found, that is excitable with the same light source, i.e. the dyes 
have a similar absorption spectrum, but have different emis-
sion spectra. To avoid type 1 spectral conflicts, i.e. an overlap 
of the signals (Coppeta and Rogers 1998), the emission bands 
should be clearly separated with a sufficiently large gap. At 
the same time the dependency of the signal ratio to temper
ature should be high in the desired temperature range in order 
to resolve small temperature changes. Additionally, both dyes 
have to be incorporated together in one particle with a concen-
tration ratio that stays constant for all particles. Furthermore, 
the particle’s luminescent signal has to be as high as possible, 

since the obtainable accuracy is directly related to the signal to 
noise ratio, as was shown in the previous chapter.

Vogt and Stephan (2012) used microcapsules as parti-
cles, which consisted of a solid polymer shell and a liquid 
core containing a mixture of the temperature sensitive dye 
Pyrromethene 597-8C9 and the reference dye Pyrromethene 
567. They were able to achieve a large SNR of approximately 
75, but the temperature sensitivity of the signal ratio was only 
0.5% K−1. However, this concept seems suitable, but the pro-
duction of the particles was stopped by the manufacturer. To 
the authors knowledge no comparable microcapsules with a 
core consisting of a liquid solution of fluorescent dyes are 
commercially available at the moment.

An alternative possibility is the use of solid particles, that 
are doped with fluorescent dyes. These kind of particles are 
readily available and have been widely used in μ-PIV or  
μ-PTV measurements. They usually consist of a fluorescing 
dye (e.g. Rhodamine B) that is incorporated into a polymer 
matrix such as polystyrene (PS) or polymethylmethacrylat 
(PMMA). However, when incorporating a fluorescent dye in a 
solid matrix, its properties such as its temperature dependency 
may be severely altered. One example is Rhodamine B, which 
has a high temperature sensitivity of 1.5%−  K−1 when dis-
solved in water (Coppeta and Rogers 1998), which is reduced 
to only 0.12%−  K−1 for Rhodamine B doped PS-particles 
(Massing et al 2014). This sensitivity is too small to achieve 
the required temperature resolution. This effect can be 
explained by the fact that the dye molecules are immobilized 
inside the solid polymer matrix. In solution, the mobility of 
the dye molecules is increased, when the temperature is raised. 
This increases the probability of molecular collisions and as 
a consequence the probability of non-radiative de-excitation 
is increased as well, which reduces the luminescent intensity 
(Valeur and Berberan-Santos 2012). However, when the dye 
molecules are incorporated inside a solid polymer matrix, 
they stay relatively immobile irrespective of the temperature. 
Thus, the temperature dependency is severely reduced. After 
all, the behavior is specific to the combination of dye and 
polymer and ‘since how the polymer affects the photophysical 
processes in the paint is not well understood, it is basically 
a trial and error process to find an optimal combination of a 
luminophore and a polymer’ (Liu (2004), p 58).

A luminescent dye which shows a high temperature 
dependency of its emission intensity in different polymer 
materials is EuTTA (Basu and Vasantharajan 2008). Basu and 
Venkatraman (2009) successfully fabricated a bi-luminophore 
temperature sensitive paint consisting of EuTTA and perylene 
in polystyrene. They found a high temperature dependency of 
this combination of up to 1.8%−  K−1 depending on the dye 
concentrations. A big advantage of this combination is, that 
the emission spectra of perylene (∼420–550 nm) and EuTTA 
(∼575–635 nm) are far apart and do not overlap. This makes it 
easy to filter the respective signals. Nevertheless, if the appro-
priated dyes show sensitivities to other environmental param
eters, their applicability may be limited. Ruthenium diimine 
complexes, for example, are known to have a temperature sen-
sitive emission intensity but are additionally affected by molec-
ular oxygen (Basu and Venkatraman 2009). However, EuTTA 

Figure 8.  Deviation of the estimated intensity ratio from the true 
intensity ratio for the methods using the maximum intensity of the 
Gaussian and the mean intensity of the Gaussian for rationing.
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and perylene did not experience luminescence quenching due 
to oxygen after they were incorporated into oxygen imperme-
able binders such as polystyrene or PMMA. Furthermore, to 
the authors knowledge, other sensitivities of the luminescence 
intensity of either species to their chemical environment, such 
as pH value, have not been reported. Zhu et al (2013) synthe-
sized pressure and temperature dual-responsive PS-particles 
using EuTTA as the temperature sensitive dye and Coumarin 
6 as the reference dye. The authors found a large temperature 
dependency of EuTTA in the order of 2%−  K−1.

In this study luminescent PMMA polymer particles doped 
with perylene as a reference dye and the dye EuTTA as the 
temperature monitor are characterized as potential temper
ature sensitive tracers. The particles were synthesized by 
Surflay Nanotec GmbH. They were prepared via typical sus-
pension polymerization (Yuan et al 1991, Arshady 1992). The 
organic phase contains the monomer, the luminescent dyes, 
the cross linking agent and the initiator, while the aqueous 
phase consists of a water soluble stabilizer and surfactants 
which is exemplified by Rodrigo et al (2012). The dye concen-
tration for perylene is at solubility limit in the organic phase 
and for EuTTA at 0.5% related to monomer mass. Suspension 
of the organic phase in the aqueous phase takes place in a 
three necked round-bottomed jacketed glass reactor by Ultra-
Turrax stirring treatment at 10 000 rpm for 10 min. After this, 
the dispersed phase is mechanically stirred at 300 rpm for 
24 h at 60–70 °C, till the dispersed micro droplets are com-
pletely hardened. Finally, several washing steps in water are 
conduced to purify the suspension from reactants, whereas 
centrifugation steps served to narrow the particle size distri-
bution. The measured emission spectra of the particles for dif-
ferent temperatures after an excitation at 340 nm is shown in 
figure  9. As expected, the intensity of the EuTTA emission 
significantly decreases with increasing temperature, whereas 
the emission intensity of perylene stays comparatively con-
stant. This results in a temperature dependency of the ratio of 
the dye’s emission intensities of approximately 1.2%−  K−1. 
Additionally, the emission spectra of the two dyes do not 

overlap and can easily be separated without having cross-talk 
between the two cameras. Another important aspect is the 
temperature response time of the particles, which can be esti-
mated by the following equation (Crowe et al 2011):

c D

k12
T

p p p
2

f
τ

ρ
=� (1)

with pρ  as the particle density, cp as the specific heat capacity 
of the particle, Dp as the particle diameter and kf as the thermal 
conductivity of the fluid. The thermal response time of the 
appropriated particles with a diameter of 10 μm in water is 
approximately 28 μs, which is sufficiently small for many 
microfluidic applications. However, the particles still have 
to be tested in an experimental setting, to evaluate their 
applicability as tracer particles for temperature sensing in 
microfluidics.

4.1.  Experimental set-up

The experimental set-up used to characterize the applicability 
of EuTTA/Perylene doped PMMA—particles as temperature 
probes is shown in figure 10. For this task it is important to 
have a very well controlled experimental environment, which 
is quite challenging in microfluidics. To asses the measure-
ment uncertainty associated with the particles, the temper
ature in their surrounding has to be known. Here, a droplet of 
an aqueous suspension of the particles was placed between 
a microscope slide and a peltier element and the temper
ature in the droplet was monitored with a Pt100 resistance 
thermometer (see figure  10). Thus, the temperature in the 
droplet could be set with a temperature control (CoolTronic 
TC282-RS232) within an accuracy of  ±0.1 K. To reduce 
background reflections the originally white peltier element 

Figure 9.  Emission spectrum of EuTTA/perylene particles at 
different temperatures.

Figure 10.  Schematic of the experimental set up.
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was painted black. The droplet was observed with a Zeiss 
Axio Observer Z1 microscope. To assess the influence of dif-
ferent magnifications the microscope was first equipped with 
a Zeiss LD Plan-Neofluar objective with a magnification of 
M  =  20 and for comparison with a Zeiss EC Plan-Neofluar 
objective with a magnification of M  =  10. Furthermore, dif-
ferent illumination strategies were tested. Initially, the lumi-
nescence of the particles was excited by a pulsed frequency 
tripled Nd:YAG laser with a wavelength of 355 nm (Innolas 
Spitlight 400). This means that the particles are exposed to a 
relatively strong excitation energy of 12 mJ, which is close 
to the damage threshold of the microscope, over a very short 
time of 5 ns (pulse width of the laser). However, the energy 
was not large enough to saturate the luminescence of either 
dye. Therefore, it can be expected that the laser illumination 
has no influence on the temperature response of the particles 
(Chaze et al 2016). The second light source that was used, 
was a UV-LED light with a peak emission wavelength of 
365 nm and a maximum output power of 7 W (Luminus CBM-
120-UV C31). The LED can be operated in pulsed mode, 
with the pulse width set equal to the camera’s exposure time. 
Thus, the particles could be excited with low energy over a 
relatively long time (in the order of μs to ms).

The excitation light was guided through an optical fiber 
into a beam expander, which was connected to the microscope 
(see figure 10). A 405 nm dichroic mirror (Edmund Optics) 
reflected the illumination light onto the particle sample. The 
luminescent emission of the particles was then collected with 
the microscope objective and passed through the 405 nm 
dichroic mirror, which filtered a large portion of the laser and 
LED reflections. At the microscope camera outlet a 550 nm 
dichroic mirror (Edmund Optics) was placed to separate the 
temperature and reference signal (see figure 10). The signal of 
each dye was imaged separately with a 16 bit sCMOS camera 
(LaVision Imager sCMOS) with a CMOS-chip that con-
sisted of 2160 2560×  pixel. To remove the remaining laser 
reflections the reference camera was equipped with a 447 nm 
bandpass filter with a bandwidth of 60 nm and the temper
ature camera was equipped with a 625 nm bandpass filter with 
a bandwidth of 50 nm (both Edmund Optics). To match the 
reference and the temperature image, both cameras were con-
nected to a set of microstages, which allowed for a precise 
control of the field of view of each camera.

The investigated temperature ranged from 20 °C to 60 °C 
with temperature steps of 5 °C. In order to examine the influ-
ence of the signal to noise ratio on the measurement uncer-
tainty, imaging at each temperature step was done for different 
camera exposure times ( 50exp  τ µ= s, 100 μs, 250 μs, 500 μs, 
1000 μs, 2500 μs, 5000 μs). Since the luminescent lifetime of 
the EuTTA-dye at room temperature is approximately 500 μs 
(Basu and Vasantharajan 2008) the temperature signal inten-
sity depends on the camera exposure time in the investigated 
range, even when a short laser pulse was used as the excita-
tion source. For the LED illumination the pulse width was set 
equal to the camera exposure time. Therefore, the illumination 
intensity and the SNR in both cameras depended on expτ .

To image particles at the different temperatures the fol-
lowing sequence was used. At the starting temperature 10 

consecutive images were captured for each exposure time. 
Then, the droplet temperature was raised to the next temper
ature step and the imaged region was shifted to a different 
position in the droplet by moving the software controlled 
microscope stage 1500 μm in x-direction. Again 10 consecu-
tive images were taken at the different exposure times. The 
procedure was repeated for each investigated temperature, 
which resulted in new particles at each temperature step. This 
rather complicated process was chosen to avoid the influence 
of photo bleaching on the intensity ratio, which is quite strong 
for these particles (approx. 3% decrease of the intensity ratio 
within the first 10 images, see figure 11). It is consistent with 
an experimental setting, where the temperature distribution 
in a microchannel with a continuous flow is measured. The 
cameras’ frame rates can be adapted in such a way, that each 
image contains new particles. However, when time resolved 
measurements are necessary, the ratio has to be corrected for 
the effect of photo bleaching. Additionally, this process has 
the advantage, that the particle images at each temperature are 
uncorrelated, which gives a better statistic. Nevertheless, in 
each camera image only approximately 250 individual par-
ticle images were present, due to a relatively low seeding con-
centration. To obtain statistically stable results, the described 
sequence was repeated 3 times with different starting loca-
tions, which was the maximum number of tests that could be 
finished before the droplet was evaporated. This resulted in a 
number of approximately 750 individual particle images for 
each temperature.

4.2.  Experimental results

Figure 12 shows the spatial distribution of the intensity ratio 
at a constant temperature of T  =  20 °C, when a magnification 
of M  =  20 and LED illumination was used. The intensity ratio 
exhibits a dependency on the particle image position in the 
X and Y plane, which corresponds to a second order polyno-
mial fit as depicted in figure 12. Similar results were found 
for a magnification of M  =  10 and for laser illumination at all 

Figure 11.  Effect of photobleaching on the intensity ratio of 
EuTTA/perylene particles within 1000 recorded images for laser 
and LED illumination at T  =  20 °C and T  =  50 °C.
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temperatures. At the first sight this seems unusual, since the 
reference dye should correct for spatial variations in the illu-
mination intensity. However, this spatial variance is probably 
caused by imperfections in the optical lenses and filters in 
front of the cameras. Therefore, it is unrelated to the measured 
quantity and can be corrected by an appropriate calibration, 
prior to the experiment. Nevertheless, close to the borders of 
the field of view the X and Y dependency becomes quite strong 
when the camera’s entire CMOS-chip is considered, which 
causes large measurement errors. To avoid this problem, only 
an area of 1900 2000×  pixel is used, which is still more than 
enough to image the entire width of a 500 μm wide micro-
channel with a magnification of M  =  20.

However, even after the ratio is corrected for the particle 
image position, the scatter in the intensity ratios in figure 12 
is quite strong. This can be explained by the large variation of 
the particles’ diameters (3 μm–10 μm). Labergue et al (2010) 
have shown, that when two-color LIF is used to measure the 
temperature of μm size droplets, the intensity ratio depends on 
the droplet size. This is caused by the fact that part of the fluo-
rescent emission is re-absorbed by the fluorescent dye, due 
to an overlap in the emission and absorption spectrum. When 
the droplet size increases, the optical path length inside the 
droplet increases as well and the probability of re-absorption 
grows. For the dyes used in this investigation, only the spectra 
of the reference dye overlap. Therefore, it can be expected that 
the intensity ratio I Itemp ref/  increases with increasing particle 
diameter, since more of the reference emission is re-absorbed. 
Fortunately, in contrast to most macrofluidic applications, 
the particle image diameter in microfluidics is not diffrac-
tion limited, due to the large magnifications used. This means 
that the particle image diameter is a function of the physical 
particle diameter. Figure  13 shows the intensity ratio as a 
function of the particle image size. As expected, the intensity 
ratio increases with increasing particle image diameter. This 
has to be considered and corrected for during the experiment 
in order to obtain more accurate results for the temperature 

estimation. However, in most macrofluidic experiments where 
the particle image size is diffraction limited, mono disperse 
particles have to be used to avoid this effect and to obtain an 
accurate temperature estimation.

The uncertainty in estimating the temperature was deter-
mined in the following way. At each investigated droplet 
temperature, the intensity ratio of the individual particles’ 
temperature and reference signals was computed and cor-
rected for the particles’ X and Y positions and particle image 
diameters. Then, similar to a temperature calibration, the 
mean value of all single particle image intensity ratios at each 
temperature step was calculated and the gradient of the mean 
ratios over the known droplet temperature was approximated 
with a second order polynomial fit. The temperature depend-
ency of the intensity ratio was approximately 1.2%−  K−1.  
Finally the fit was applied to the intensity ratios of the indi-
vidual particle images, to give a temperature estimation for 
each recorded particle at the different droplet temperatures. 
In figure 14 the temperature that was estimated from the par-
ticle image intensity ratios for the different investigated mag-
nifications and illumination techniques is plotted against the 
measured droplet temperature. The error-bars correspond to 
one standard deviation over all estimated temperature values. 
It can clearly be seen, that the mean estimated temperature 
is very close to the droplet temperature. When LED illu-
mination is used, the absolute deviation of the mean esti-
mated temperature from the prescribed droplet temperature 
( T Tabs est⟨∆ = | -Tdrop ⟩| ) is only 0.2 K for a magnification of 
M  =  20 and 0.3 K for M  =  10. In the case of laser illumina-
tion the mean estimated temperature deviates from the droplet 
temperature by 0.5 K for both magnifications used. The mean 
standard deviations over the entire measured temperature 
range are  ±2.2 K for M  =  20 and LED illumination, ±2.6 K 
for M  =  10 and LED illumination and  ±2.5 K for both mag-
nifications and laser illumination. This corresponds to a 95% 
confidence interval of  ±4.4 K, ±5.2 K and  ±5 K, respectively. 
The experiments were repeated for multiple droplets at dif-
ferent days with similar results. Furthermore, the error-bars in 

Figure 12.  Spatial dependency of the raw intensity ratio and 
intensity ratio corrected for the X and Y position (T  =  20 °C, 
M  =  20, LED illumination).

Figure 13.  Dependency of the intensity ratio on the particle image 
diameter Dp (T  =  20 °C, M  =  20, LED illumination).
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figure 14 are relatively constant over the entire measurement 
range, even though the temperature signal is significantly 
decreased at 60 °C. However, the signal is still high enough 
to allow for an accurate temperature estimation. Additionally, 
the temperature sensitivity of the EuTTA-dye shows no signif-
icant reduction at higher temperatures. Therefore, the meas-
urement range can probably be extended further, without a 
significant increase in measurement uncertainty. This was not 
done in these experiments though, since the black paint used 
to reduce background reflections started to separate from the 
peltier element at temperatures above 60 °C.

The results in figure  14 were obtained whith a camera 
exposure time of 500 μs, which is the luminescent lifetime 
of the EuTTA-dye, i.e. the temperature camera records lumi-
nescent emission over the entire exposure time. This exposure 
time is low enough for the flow velocities in many micro-
fluidic applications, but can cause streaking of the particle 
images in the temperature camera for high flow velocities. 
For the velocity estimation the reference image can simply 
be used, since perylene has a low fluorescent lifetime in the 
order of a few μs. For the temperature measurement, however, 
streaking in the temperature image will cause problems in the 
calculation of the intensity ratio. In order to avoid streaking, 
the camera exposure time has to be reduced, causing a reduc-
tion in signal intensity. Therefore, the signal to noise ratio is 
decreased, which increases the measurement uncertainty as 
was shown in section 3. Figure 15 shows the mean standard 
deviation over the measured temperature range as a function 
of the appropriated exposure time and signal to noise ratio. As 

was predicted from the synthetic images in section 3 the meas-
urement uncertainty is a second order exponential function of 
the signal to noise ratio and hence of the exposure time for 
both LED and laser illumination. For LED illumination, the 
measurement uncertainty increases rapidly for signal to noise 
ratios below 10, but decreases quite slowly for larger signal to 
noise ratios. However, the measurement uncertainty for lower 
SNRs increases faster than what was found in section 3. This 
is caused by the effect, that not only the intensity, but also the 
lifetime of the EuTTA-dye decreases with increasing temper
ature. When a camera exposure time of less than 500 μs is 
used, only a smaller part of the luminescent emission is inte-
grated on the camera chip. This means that for smaller expo-
sure times the decrease in the recorded EuTTA signal intensity 
with increasing temperature is reduced. For a given standard 
deviation, a smaller signal over temperature gradient leads to 
higher measurement uncertainties. Since the signal to noise 
ratios smaller than 10 are associated with exposure times of 
less than 500 μs, this effect additionally adds to the increase in 
measurement uncertainty. Consequently, the accuracy of the 
temperature estimation decreases faster than what was pre-
dicted on the basis of the synthetic images, where only the 
influence of smaller SNRs was considered. However, for LED 
illumination an exposure time of 250 μs leads to a standard 
deviation of  ±2.7 K, which is still tolerable for temperature 
estimation in many cases. Choosing exposure times below 250 
μs, though, leads to a much higher measurement uncertainty 
and going below 100 μs additionally introduces the problem, 
that the temperature signal at 60 °C is almost vanished. This 

Figure 14.  Estimated temperature plotted against prescribed droplet 
temperature for LED (top) and laser (bottom) illumination at 
different magnifications ( 500exp  τ µ= s).

Figure 15.  Standard deviation plotted against exposure time (top) 
and signal to noise ratio (bottom) for LED and laser illumination at 
a magnification of M  =  20.
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makes it nearly impossible to identify particle images, thus, 
reducing the applicable measurement range.

In case of laser illumination, overall the SNRs that can be 
reached at exposure times below 1000 μs are higher com-
pared to the LED illumination, due to the higher excitation 
energy. For larger exposure times, the illumination energy 
of the LED surpasses the laser illumination, because the 
LED excitation energy increases with exposure time (the 
pulse width is set equal to the exposure time), whereas the 
laser energy stays constant (constant pulse width). However, 
in case of laser illumination the measurement uncertainty 
already starts significantly increasing earlier than in the LED 
experiments, at SNRs below 20. This increase in uncertainty 
is mainly caused by the fact, that the measured points with a 
SNR below 20 are associated with an exposure time of less 
than 500 μs, i.e. the temperature dependency of the intensity 
ratio is lowered. Nevertheless, at low exposure times of less 
than 100 μs the laser illumination gives a smaller standard 
deviation (±3.8 K for 100exp  τ µ= s), due to the higher signal 
intensity. Additionally, even at 60 °C the temperature signal 
is still high enough to easily identify particle images at lower 
exposure times. Therefore, in contrast to the LED illumina-
tion, the measurement range is not limited. However, the 
standard deviation when laser illumination is used is slightly 
higher than the standard deviation when LED illumination 
is used for an exposure time of 500 μs, even though the 
SNR is 2 times as high. As can be seen in figure 15, though, 
the signal to noise ratio is already in the region, where an 
increase in signal intensity only slightly reduces the standard 
deviation. Furthermore, when the standard deviation for this 
point is compared to the standard deviation at the same SNR 
with LED illumination, it is approximately 0.8 K larger. 
The reason for this is probably the relatively low pulse-to-
pulse stability of the laser, compared to the very stable LED. 
Even though the reference dye should correct for this, the 
rationing is not perfect and a slight temporal fluctuation is 
still present. This causes the increase in the standard devia-
tion and also in Tabs∆  from 0.2 K to 0.5 K. It can be stated, 
that laser illumination should be used when the flow veloci-
ties demand for exposure times below 250 μs. For higher 
exposure times LED illumination leads to more accurate 
temperature estimations.

5.  Conclusion

Presented herein, a luminescent particle based method for 
simultaneous non-intrusive temperature and velocity mea-
surements was introduced. To determine the temperature, 
the ratio of the reference and the temperature signal intensi-
ties of individual dual-color luminescent particles is ana-
lyzed. The technique is particularly suited for microfluidic 
applications, because it is not biased by strong in-plane or 
out-of-plane gradients, even if volume illumination is used. 
Different methods of calculating the intensity ratio of indi-
vidual particle images were evaluated on the basis of synth
etic particle images. The results show, that approximating 
the noisy particle images with a 2D Gaussian and using the 

mean of the fitted intensity values for rationing leads to the 
lowest measurement uncertainty. Furthermore, the results 
show a strong dependency of the measurement accuracy on 
the particle image diameter and on the SNR, especially for 
SNRs 10< . Therefore, the luminescent particle signal has 
to be as high as possible to allow for reliable temperature 
estimations.

Based on these findings, dual-color luminescent polymer 
tracers doped with perylene and EuTTA (synthesized by the 
Surflay Nanotec GmbH) were investigated for their applica-
bility as temperature probes in microfluidic experiments. The 
experimental results show an absolute deviation of the mean 
estimated temperature from the prescribed temperature of 

T 0.2abs∆ =  K and an uncertainty of  ±4.4 K for a 95% con-
fidence interval, when LED illumination and a magnification 
of M  =  20 is used. When a laser is used as the light source, 
the uncertainty increases to T 0.5abs∆ =  K and an uncertainty 
of  ±5.0 K for a 95% confidence interval, which was attributed 
to the relatively large pulse-to-pulse fluctuations in the laser 
energy. Even though, using an intensity ratio mostly corrects 
for these fluctuations, there are still small variations in the 
ratio present, which lead to a higher measurement uncertainty. 
Therefore, it can be concluded that the stability of the light 
source is important for reliable measurements.

However, it was shown that the measurement technique 
and the appropriated particles are a valid tool for non-intrusive 
temperature field measurements in microfluidics in a temper
ature range between 20 °C and 60 °C. This range surpasses 
the temperature bandwidth of currently available TLC mat
erials and can probably be increased further without loss of 
measurement accuracy.

LED illumination should be used, when the flow velocity 
allows for exposure times of at least 250  μs. When lower 
exposure times are necessary, laser illumination leads to a 
smaller measurement uncertainty, due to larger signal to 
noise ratios. Additionally, it was shown that the intensity ratio 
exhibits a strong dependency on the particle diameter, due to 
re-absorption of the reference emission. Even though this can 
be corrected for in microfluidics, synthesizing particles with a 
narrower diameter distribution than the current 3–10 μm would 
be desirable, to further reduce the measurement uncertainty. If 
monodisperse particles are used, they can even become appli-
cable for measurements on the macroscopic scale.
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