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Mine geological disaster is a complex non-linear system. The traditional prediction
model has the disadvantages of low prediction accuracy and poor reliability. In order
to solve this problem, the open-pit mine slope displacement is taken as the research
object. Based on a new algorithm extreme learning machine (ELM), the new
intelligent algorithm sparrow search algorithm (SSA) are introduced to determine
the weights and thresholds of the input layer and hidden layer of ELM. The open-pit
mine slope displacement prediction model of improved ELM is constructed and
applied to an engineering example. The results show that the root mean square error
of SSA-ELMmodel is only a quarter of that of BPmodel, which is 50% higher than that
of GM (1,1) and ELM models. The correlation coefficient of the prediction results of
the SSA-ELM model is 0.983, and the accuracy is better than that of the traditional
model. The single ELM model and the PSO-ELM model show that the SSA algorithm
has better improvement effect. The SSA model has good comprehensive
performance and high prediction accuracy. It is feasible to apply it to the
prediction of slope displacement in open-pit mines.
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Introduction

As the open-pit mine enters the deep mining stage, the mining environment becomes
worse, and the frequency of geological disasters in the mine increases year by year. The mine
landslide not only affects the normal mining operation, but also poses a threat to the ecological
environment and the safety of the surrounding people’s lives and property. According to the
statistical data in 2017, the total number of accidents and deaths of non-coal mine slope
landslides in China accounted for 13.5% and 9.3% of mine safety accidents respectively, ranking
third (Yang, et al., 2020; Zhang, et al., 2010). At the same time, research shows that every
increase of 1° in themining slope angle of a large open-pit mine will save tens of millions or even
hundreds of millions of yuan in stripping costs, but it will also bring about corresponding
disaster risks (Yang, et al., 2011). Macro creep deformation is the result of gradual damage and
deterioration of materials inside the slope during the evolution of slope instability (Liu et al.,
2020; Li et al., 2021a). Therefore, it is of great significance to grasp the slope failure law and
predict and warn the landslide according to the mining slope displacement to ensure the safety
production of open-pit mines and improve economic benefits.

The prediction of open-pit slope displacement is a vital method to landslide hazard
prevention. The empirical model, statistical model and artificial intelligence model are three
approaches to predict displacement of slope and describe the behaviors of slope by analyzing the
on-site measured data of slope. The empirical model based on site monitor data is most widely
used, however, it is not suitable the prediction the periodic and stepped landslides. To avoid
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above problems, other researchers have applied statistical analysis
models to predict displacement considering the time and the slope
surface characteristics, which included that there are grey system
model (Liu, et al., 2016; Tasci, et al., 2018), Pearl Growth model
(Xu, et al., 1998).However, these models only performs well when the
data meets the modeling requirements or applicable to only one type
slope, and its universality is not high.

In recent years, conventional models have been enhanced with
some various artificial intelligence techniques.such as BPNN
prediction model (Feng, et al., 2018; Jiang, et al., 2018; Yang, et al.,
2013), improved genetic neural network model (Guan, et al., 2015;
Han, et al., 2022), support vector machine model (Yusof, et al., 2017;
Zhou, et al., 2017), etc. Although the BPNN prediction model can
predict under any data, it calculates the weights and thresholds of the
output layer and the hidden layer through the gradient descent
method. The accuracy is not high, and it needs repeated trials. The
SVM model has advantages in small sample and poor data, however,
its parameter selection has always restricted the application of the
model. The above models are also beneficial exploration for slope
displacement prediction of open pit mine (Mahmoodzaden, et al.,
2022), but they also have problems in generalization ability, robustness
and prediction accuracy. Therefore, it is necessary to establish a
displacement prediction model with high prediction accuracy and
strong generalization ability to ensure the safety production of the
open pit slope (Liu et al., 2022; Li et al., 2023). The extreme learning
machine (ELM) is a new method of single-layer feed forward neural
network that has emerged in recent years. ELM has been verified in
many engineering practices, such as concrete dam deformation
prediction (Zhou, et al., 2017), landslide displacement prediction
(Guan, et al., 2018), short-term power load prediction (Cheng,
et al., 2018), etc., but it is rarely used in the field of safety
monitoring in open pit mines. Some previous studies revealed that
ELM is better than ANN and SVM in overcoming low learning rates
and local minimum problems of regression analysis (Kang, et al.,
2017). Therefore, the ELM is used to predict displacement of open-pit
slope. However, the ELM also need to be optimized enhance the
predict ability of displacement of open-pit slope (Li et al., 2021b; Zhou
et al., 2022). The metaheuristic algorithms inspired by the natural
behavior of animals have good performance to optimize the singe
neural network.

Therefore, in order to improve the shortcomings of poor
prediction accuracy performance, poor robustness and weak
generalization ability of traditional models, this paper establishes
the SSA-ELM model for open-pit mine displacement prediction,
determines the hidden layer node and activation function
according to the gradual trial method, and introduces the sparrow
search algorithm to optimize the connection weight and threshold
value of ELM, which is applied to an example of open-pit mine slope
displacement prediction.

Extreme learning machine

ELM was first proposed by Huang (Ding, et al., 2015) as a single
hidden layer feed forward neural network. Different from the gradient
descent method used by BP, it randomly generates the weights and
thresholds of the input layer and the output layer, which will not be
adjusted during the training process. As long as the number of hidden
layers is determined, the unique solution can be obtained. Therefore,

for N arbitrarily different samples (xi; yi), among them xi = xi1, xi2,
xi3. . . xi4]T∈Rn, yi = yi1, yi2, yi3. . . yi4]T∈Rm, Then the mathematical
module of ELM network can be expressed as equation (1)

oi � yi � ∑l
i�1
βig xi( ) � ∑l

i�1
βig mixi + ni( ) (1)

Where g(x) is the activation function, The number of hidden layer
nodes is N, mi、 ni represents the connection weight value and
threshold value between the ith hidden layer and the input layer
node respectively, βi is the weight vector between the ith hidden layer
and the output layer.

According to the theorem proposed by Huang, when the
activation function is infinitely differentiable, the wi、 bi of the
network are set randomly, and there is no need to update
iterations during the training process, and the threshold between
the output layer and the hidden layer is no longer needed, just calculate
the output Just the value. Setting the hidden layer to N nodes and the
ELM with the activation function g(x) can quickly fit the input N
samples with zero error, namely:

∑l
j�1

oi − ti‖ ‖ � 0 (2)

According to equation (2), there are mi、 βi、 ni so that
equation (3)

yi � ∑l
i�1
βig xi( ) � ∑l

i�1
βig mixi + ni( ) � ti (3)

Equation (3) can be expressed in matrix form Hβ � T,Finally, it
can be transformed into a problem of solving the least square norm
solution of the weight matrix β. According to equation (3), and inmost
cases the number of samples is much larger than the number of hidden
layer nodes, we need to find the pseudo-inverse of H, namely

β̂ � H+T � HTH( )−1HTT (4)
Where H+ is the Moore − Penorse generalized inverse of the hidden
layer output matrix H.

Introduction to optimization algorithm

Particle swarm optimization algorithm

Particle swarm optimization algorithm (Yumin, et al., 2014) is a
swarm intelligence global search algorithm, which performs well in the
optimization and improvement of neural networks. The basic feature
of this algorithm is that in theN-dimensional search space, there are d
particles. Assume that a certain particle searches for the optimal value
alone, which is the local extreme pbest, and at the same time shares
information with the particles in the group to obtain the global
extremum gbest. All particles of the particle swarm adjust their
speed and position according to the local optimal value and the
global optimal value, and finally obtain the optimal solution. The
update formula of particle swarm optimization algorithm is shown in
equations (5) and (6):

Vt+1
in � wVt

in + c1r1 pbesttin −Xt
in( ) + c2r2 gbesttgn −Xt

in( ) (5)
Xt+1

in � Xt
in + Vt+1

in (6)
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In the equations, w is the inertia weight, which decreases linearly
from 0.9 to 0.4; t is the number of iterations, n=1,2,3,. . .,N;
i=1,2,3,. . .,d; Vin is the velocity of the particle, c1 and c2 are non-
negative numbers, called acceleration factors;Xin is the position of the
particle, r1 and r2 are random numbers distributed between [0,1].

In the equation (5), it can be seen that the speed of a particle is affected
by its own speed Vin, the optimal value of the particle itself and the
distance between the particle (pbesttin −Xt

in) and the distance between
the global optimal value and the particle (gbesttgn −Xt

in) decision, and see
that the inertia weight, learning factors c1 and c2 control these three parts
respectively. c1 controls the contribution of the distance between the
particle and its own optimal value to the particle velocity, which is called
“cognitive coefficient”. c2 is called the “social learning coefficient”, which
expresses the influence of the global optimal value on the particle velocity.
The inertia weight is large in the early stage, focusing on the global search,
and gradually becomes smaller as the number of iterations increases in the
later stage, focusing on the local search and improving the ability of the
particles to jump out of the local minimum.

Sparrow search algorithm

The sparrow search algorithm (Yan, et al., 2022) is a new
intelligent algorithm that imitates sparrow foraging and predation.
In the SSA algorithm, the discoverer, joiner and scout cooperate to
carry out local search and global search. Usually the finder has a higher
fitness value and can provide the foraging area and direction for the
joiner. The mathematical equation is expressed as:

Xt+1
i,j �

Xt
i,j · exp

−i
α · iter max

( ) ifR2 < ST

Xt
i,j · Q · L if R2 ≥ ST

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (7)

Where t is the current number of iterations, iter max is themaximumnumber
of iterations,Xt

i,j andX
t+1
i,j represent the position information of the ith and

i+1st sparrows in dimension j , R2(R2 ∈ [0, 1]) is the warning value,Q is a
random valuewith normal distribution, and L is amatrix with all 1 elements.

Joiners will always follow the discoverer to harvest better food, and
at the same time monitor the discoverer and compete for food, so as to
ensure their predation rate; its mathematical formula is expressed as:

Xt+1
i,j �

Q · exp Xt
worst −Xt

i,j

i2
( ) ifi> n/2

Xt+1
p + Xt

i,j −Xt+1
p

∣∣∣∣∣ ∣∣∣∣∣ · A+ · L otherwhise

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (8)

WhereXt+1
p is the optimal position of the producer,Xt

worst is the global
worst position, A+ � AT(AAT)−1 , A is a matrix whose internal
elements are 1 or -1, when > n/2 , it means that the hungry person
with the worst fitness goes after the prey.

When the scout finds a predator, it immediately sends out an
alarm signal, and all the sparrows make anti-predation behaviors. The
mathematical formula is expressed as:

Xt+1
i,j �

Xt
best + β · Xt

i,j −Xt
best

∣∣∣∣∣ ∣∣∣∣∣ if fi >fg

Xt
i,j + λ · Xt

i,j −Xt+1
worst

∣∣∣∣∣ ∣∣∣∣∣
fi − fw + δ( )⎛⎝ ⎞⎠ iffi � fg

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (9)

WhereXbest is the global best position, λ is a random number between
0 and 1, β is a step size control parameter with a mean of 0 and an
expectation of 1, fi, fg and fw represent the current individual, the
current best and the current worst fitness value respectively. When
fi > fg, it means that the sparrow is in a vulnerable state, when v, it
means that the sparrow active in the middle is close.

Prediction model and evaluation index
based on SSA-ELM and PSO-ELM

Improved ELM model for deformation
prediction of open-pit mine slope

In order to be able to precisely forecast open-pit mine slope
displacement, the extreme learning machine is used for modeling.

FIGURE 1
Flow chart of SSA-ELM and PSO-ELM models
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Although the single extreme learning machine model has a simple
structure and fast solution speed, it also needs to determine the
number of hidden layers. The number of hidden layers can be
determined according to the trial algorithm and the two-
dimensional search method are determined, and the trial algorithm
is used in this paper. The weights and thresholds of the ELM input and
output layers are randomly generated and have nothing to do with the
training data. The randomly generated values will make the algorithm
good and bad, and it cannot guarantee that the solution sought must
meet the requirements. Therefore, the new intelligent algorithm SSA
are used to improve the ELM(Anupam, et al., 2020), and a combined
open-pit mine slope displacement prediction combined model is
established. The threshold of the hidden layer and the output layer,
so as to obtain the expected vector that meets the requirements. Figure
1 depicts a process for optimizing ELM using the SSA and the PSO.
The specific steps of the model are as follows.

Step 1. Divide the collected open-pit mine slope displacement data
into two parts, the training set and the test set. At the same time,
preprocess the data, eliminate the influence of dimensions and
compress the data into the solution space of the activation function.

Step 2. , initialization, setting the particle swarm and sparrow
dimensions, that is, the weights and thresholds of the input and
output layers of the ELM, the parameters of the particle swarm
algorithm and the sparrow search algorithm.

Step 3. Calculate the fitness function value. In this paper, the mean
square errormse of the slope displacement prediction value of the open-
pit mine is used as the objective function to calculate each fitness value.

Step 4. , iterative optimization, to obtain the optimal fitness value,
at the same time, the optimization results are the optimal solutions
obtained by the two algorithms, and the connection weights and
thresholds of the ELM hidden layer and input layer are obtained.

Step 5. Based on the optimization results, establish an optimized
extreme learning machine slope deformation prediction model for
open pit mines, input the test set into the established model, and
obtain the optimal model after evaluation.

Evaluation index

It is very necessary to evaluate the accuracy of the prediction
results of the slope displacement prediction model in open-pit mines.
The corresponding evaluation of the results of the deformation
monitoring model can judge the accuracy and applicability of the
proposed monitoring model, which can be compared with different
models, and Can be used to define warning values. Indicators include
root mean square error (RMSE) and correlation coefficient (R), the
optimal model has smaller RMSE and largest R.

RMSE �
�������������
1
n

( )∑n
k�1

yi − y′
i( )√√

(10)

R �
∑n
k�1

yi( − y )(y′
i− y

i
′)��������∑n

k�1
yi( − y

√
)2(y′

i− y
i
′)2

(11)

Where yi is predictive value, y′
i is the true value, y is the mean of

predicted values, y
i
’ is themean of true values,n is the number of samples.

Engineering example

Engineering background

Jianshan mine is located in the middle of Jianshan mining area.
The northern slope of Jianshan is the exposure part of rock stratum of

FIGURE 2
Monitoring points of Jianshan mine slope.
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meter field floor. The slope of Jianshanle mine is a continental dip
bedding rock slope, and the mining area is located in Xiangtiaocun
anticline of east-west tectonic belt。The stable state of the slope
makes the slope deformed, and even leads to the overall instability
or local instability of the slope. During the mining period, there
were continuous sheet collapses and collapses under the slope
platform. If the landslide disaster occurs on the slope, it will
seriously affect the personal and equipment safety of the normal
mining and stripping operation of the mine, and also affect the
safety of the villages, farmland, railways, highways and so on
around the slope. The stability state and hazard of the slope
together determine the safety monitoring of the slope. From the
monitoring technology and monitoring cost analysis, considering
the economic benefit and monitoring effect and other factors
combined with the actual situation of the slope, the automatic
monitoring system is finally adopted to carry out real-time safety

monitoring of the slope. The detailed layout of monitoring points is
shown in Figure 2. There are 8 profile monitoring lines and
40 deformation monitoring points.

Deformation prediction and result analysis

Taking the slope displacement data of an open-pit mine as an
example, a total of 46 periods of monitoring data at
No.601 monitoring point were selected (Sun, 2014), and only a
single factor of displacement was considered. The Table 1 display
the monitor data. The data of the first 8 days were used to predict the
displacement of the next day, and a total of 38 sets of data were formed.
The first 24 periods were used as The training set and the last
14 periods were used as the test set, ELM model, GM (1,1) and BP
model were used to compare and analyze the prediction results.

The number of hidden layers of the ELM model is 6 and the
transfer function is sig type through the trial algorithm, and the
prediction result of ELM is obtained, and compared with the
BP(Sun, 2014; Xie, et al., 2014) and GM (1,1)(Sun, 2014; Sun
et al., 2016; Wu, et al., 2015) models, as shown in Figure 2.
Analysis of Figure 2 shows that the prediction results of the BP
model can predict the trend of displacement, but almost every
predicted value deviates from the real value, and the prediction
result is the worst; the prediction effect of the GM (1,1) model is
better than that of the BP model, but the model predicts Unstable,
the predictive effect is also poor. The prediction results of the single
ELM model are significantly better than the BP model, and the
prediction effect is better than that of the GM (1,1) model in the
early and late stages, while the prediction value of the GM (1,1)
model in the middle part is closer to the real value, indicating that
the ELM model is better than the BP model. The prediction
accuracy of the model is high, but because of the randomly
generated weights and thresholds, the prediction results will also
be unstable.

To overcome the instability of the ELM prediction results, the new
intelligent algorithm SSA is used to improve the ELM model, and the

FIGURE 3
Fitness optimization graph.

FIGURE 4
Comparison of single model prediction results.

FIGURE 5
Comparison of prediction results of four models.
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TABLE 1 Sample dataset.

Serial number Input vector Output vector

1 3.7 6.2 11.8 16.2 17.7 21.5 25.5 28.1 30.8

2 6.2 11.8 16.2 17.7 21.5 25.5 28.1 30.8 33.3

3 11.8 16.2 17.7 21.5 25.5 28.1 30.8 33.3 38

4 16.2 17.7 21.5 25.5 28.1 30.8 33.3 38 35.3

5 17.7 21.5 25.5 28.1 30.8 33.3 38 35.3 43.1

6 21.5 25.5 28.1 30.8 33.3 38 35.3 43.1 43.6

7 25.5 28.1 30.8 33.3 38 35.3 43.1 43.6 46.2

8 28.1 30.8 33.3 38 35.3 43.1 43.6 46.2 60.5

9 30.8 33.3 38 35.3 43.1 43.6 46.2 60.5 49.5

10 33.3 38 35.3 43.1 43.6 46.2 60.5 49.5 64.1

11 38 35.3 43.1 43.6 46.2 60.5 49.5 64.1 57.9

12 35.3 43.1 43.6 46.2 60.5 49.5 64.1 57.9 65

13 43.1 43.6 46.2 60.5 49.5 64.1 57.9 65 73

14 43.6 46.2 60.5 49.5 64.1 57.9 65 73 70.9

15 46.2 60.5 49.5 64.1 57.9 65 73 70.9 76.2

16 60.5 49.5 64.1 57.9 65 73 70.9 76.2 70.3

17 49.5 64.1 57.9 65 73 70.9 76.2 70.3 75.4

18 64.1 57.9 65 73 70.9 76.2 70.3 75.4 84.9

19 57.9 65 73 70.9 76.2 70.3 75.4 84.9 86.4

20 65 73 70.9 76.2 70.3 75.4 84.9 86.4 83.7

21 73 70.9 76.2 70.3 75.4 84.9 86.4 83.7 90.1

22 70.9 76.2 70.3 75.4 84.9 86.4 83.7 90.1 92.3

23 76.2 70.3 75.4 84.9 86.4 83.7 90.1 92.3 98.1

24 70.3 75.4 84.9 86.4 83.7 90.1 92.3 98.1 98.1

25 75.4 84.9 86.4 83.7 90.1 92.3 98.1 98.1 99.4

26 84.9 86.4 83.7 90.1 92.3 98.1 98.1 99.4 100.9

27 86.4 83.7 90.1 92.3 98.1 98.1 99.4 100.9 99.6

28 83.7 90.1 92.3 98.1 98.1 99.4 100.9 99.6 103.9

29 90.1 92.3 98.1 98.1 99.4 100.9 99.6 103.9 108.2

30 92.3 98.1 98.1 99.4 100.9 99.6 103.9 108.2 118.8

31 98.1 98.1 99.4 100.9 99.6 103.9 108.2 118.8 116

32 98.1 99.4 100.9 99.6 103.9 108.2 118.8 116 118.8

33 99.4 100.9 99.6 103.9 108.2 118.8 116 118.8 125

34 100.9 99.6 103.9 108.2 118.8 116 118.8 125 119

35 99.6 103.9 108.2 118.8 116 118.8 125 119 133.1

36 103.9 108.2 118.8 116 118.8 125 119 133.1 132.3

37 108.2 118.8 116 118.8 125 119 133.1 132.3 132.8

38 118.8 116 118.8 125 119 133.1 132.3 132.8 135.8
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TABLE 2 Prediction errors of five models.

Serial
number

True
value

BP GM(1,1) ELM PSO-ELM SSA-ELM

Predictive
value

Relative
error (%)

Predictive
value

Relative
error (%)

Predictive
value

Relative
error (%)

Predictive
value

Relative
error (%)

Predictive
value

Relative
error (%)

25 99.4 94.4 5.03 102.7 3.32 102.0 2.62 101.4 1.97 98.9 0.53

26 100.9 103.6 2.68 103.2 2.28 103.9 2.94 99.9 0.94 101.1 0.23

27 99.6 94.9 4.72 105.3 5.72 104.9 5.37 100.4 0.79 99.5 0.06

28 103.9 99.9 3.85 105.5 1.54 110.5 6.32 108.8 4.71 107.3 3.32

29 108.2 104.1 3.79 105.6 2.40 112.7 4.13 109.1 0.86 108.6 0.36

30 118.8 123.5 3.96 108.1 9.01 115.3 2.94 113.0 4.86 113.9 4.08

31 116 121.1 4.40 115.2 0.69 113.9 1.84 112.2 3.30 117.1 0.94

32 118.8 121.4 2.19 119.7 0.76 112.6 5.21 120.5 1.39 120.9 1.74

33 125 132.7 6.16 123.6 1.12 115.4 7.68 122.0 2.40 121.7 2.62

34 119 109.7 7.82 129 8.40 121.2 1.82 120.0 0.87 120.7 1.42

35 133.1 143.6 7.89 128.5 3.46 128.2 3.70 132.9 0.17 130.2 2.18

36 132.3 111 16.10 133.5 0.91 129.1 2.40 132.8 0.39 130.3 1.50

37 132.8 120.3 9.41 135.7 2.18 132.4 0.27 135.2 1.82 136.1 2.49

38 135.8 126.3 7.00 136.5 0.52 133.9 1.40 135.3 0.36 136.7 0.64

Average value 6.07% 3.02% 3.47% 1.77% 1.58%
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weight and threshold between the ELM input layer and the hidden
layer are optimized through the optimization algorithm to improve
the prediction ability of the ELM model.

The parameters of the PSO-ELM model are set as follows. The
population size of the particle swarm optimization algorithm is 30,
the maximum number of iterations is 400, and the sums are
2.4 and 1.5 respectively, and the inertia weight is linearly
decreased from 0.9 to 0.4. The population size of the SSA
algorithm is 30, and the maximum number of iterations is also
400, the warning value is 0.6, the proportion of discoverers is 0.7,
and the proportion of sparrows aware of danger is 0.2.

Figure 3 is the fitness graph of ELM optimized by PSO and SSA
algorithms. As shown in Figure 4, although the particle swarm
optimization algorithm converges at iteration 150, it falls into a local
optimum, while SSA has been better than the PSO algorithm after
10 iterations, and has been looking for the optimal value, although it is
close to convergence at about 380, but did not fall into the local optimum,
and achieved better results, indicating that the optimization effect of the
SSA algorithm is better than that of the PSO algorithm.

The prediction results of ELM optimized by SSA and PSO
algorithms are shown in Figure 5. Compared with the ELM
model, the prediction values of SSA-ELM and PSO-ELM are
closer to the real value, and the prediction value of the
optimized ELM model can better reflect the development trend
of slope deformation. Each stage can approach the actual value very
well, and the prediction stability is high. There is no situation where
the prediction effect of GM (1,1) and a single ELM model is
unstable, and the robustness is high, and the prediction effect is
the best. It shows that SSA and PSO can improve the prediction
performance of a single ELMmodel and find the optimal weight and

threshold. The predicted value of SSA-ELM is closer to the on-site
monitor values than the predicted value of PSO-ELM, indicating
that the improvement effect of the SSA algorithm is better.

Model accuracy evaluation

In order to further evaluate and obtain the optimal model, the
prediction errors of the five models are shown in Table 2. The average
relative errors of the BP model, the GM (1,1) model, the single ELM
model, the PSO-ELMmodel and the SSA-ELM (Hu et al., 2022) model
are respectively 6.02%, 3.02%, 3.47%, 1.77% and 1.58%. The relative
errors of ELM model and GM(1,1) model are close to each other,
obviously better than BP model, but their relative errors fluctuate
greatly, and the prediction stability is slightly insufficient. Except for
the 28th, 31st, 32nd and 33rd groups of PSO-ELM model, the
prediction values of the 31st, 32nd and 33rd groups are slightly
worse than the GM(1,1) model, the other 11 groups of prediction
results are better than the GM(1,1) model, and the model is the largest
The relative error and the minimum relative error are 4.86% and
0.17%, respectively, which are better than the single ELM model and
the GM (1,1) model. The maximum, minimum and average relative
errors of the SSA-ELM model are 4.08%, 0.06% and 1.58%, which is
the smallest among the five models, indicating that the PSO and SSA
algorithms have improved the prediction ability of the ELM model,
and the SSA has a stronger optimization ability than the PSO. The
improved ELM model is feasible for open-pit slope displacement
prediction, and the SSA -ELM model and higher prediction accuracy.

Figure 6 is the absolute error radar chart of five open-pit mine
slope deformation prediction models. As shown in Figure 5, the
maximum, minimum and average values of the absolute error of
the BP model are the largest among the five models, and the absolute
error of the single ELM model is The maximum and minimum values
of the error are smaller than the GM(1,1) model, but the average
absolute error of the GM(1,1) model is smaller, indicating that the
ELMmodel needs to be further improved, and the absolute error of the
PSO-ELM and SSA-ELM models The maximum, minimum and
average values are smaller than those of the other three models,
indicating that the SSA and PSO algorithms can improve the
predictive ability of the ELM model. The ELM model does not
show that the improvement effect of SSA is better.

The root mean square error RMSE and correlation coefficient R
are introduced as the five evaluation indexes of model accuracy. It can
be seen from Table 3 that the root mean square errors of the PSO-ELM
model and the SSA-ELM model are 2.45 and 2.38mm, respectively,
which are only a quarter of the BP model, and the relative prediction
accuracy of the GM(1,1) and ELM models The correlation coefficient
of ELM among the five models is 0.946, which is higher than that of BP
and GM (1,1) models, indicating that ELM is superior to traditional
models in slope displacement prediction of open-pit mines, and has a
certain degree of advancement. The correlation coefficients of the
PSO-ELM model and the SSA-ELM model are 0.979 and 0.983,
respectively, indicating that the improved ELM model overcomes
the shortcomings of the single ELM algorithm that randomly
generates weights and thresholds, and improves the model
prediction accuracy. Because the PSO algorithm is stronger, it
further proves that SSA-ELM is feasible and effective for slope
displacement prediction in open-pit mines.

FIGURE 6
Absolute errors of five models.

TABLE 3 Performance comparison of five models.

Algorithm BP GM(1,1) ELM PSO-ELM SSA-ELM

RMSE 8.85 4.61 4.68 2.45 2.38

R 0.806 0.933 0.946 0.979 0.983
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Conclusion

The slope displacement change of the open-pit mine is affected by
many non-linear factors, and the traditional model performs poorly.
Therefore, the new algorithm ELM is used to predict the displacement
of this type of slope, which overcomes the shortcomings of the poor
prediction accuracy performance of the traditional model, but the
stability is slightly insufficient. .

Introduce SSA and PSO algorithms to determine the weights
and thresholds of the ELM input layer and hidden layer, and
improve the single ELM model. Compared with the two
traditional models BP and GM (1,1) and the single ELM
model, the prediction results of the improved ELM model, The
correlation coefficient is higher, and the correlation coefficient of
the SSA-ELM model is the highest among the four models. The
root mean square error of SSA-ELM is 2.38mm, which is smaller
than the other four models. This model has superior performance
and high reliability, and is used in open air The prediction of mine
slope deformation is feasible. The main limitation of this paper is
that only one dataset was utilized to evaluate the results of
developed models. Meanwhile, this study did not consider that
the proposed algorithms have some limitations, such as local
minima trapping issues and the inability to exploit local space.
The developed model in this study will be applied to other datasets
to demonstrate its generalization ability and robustness. Present
strategies to avoid the problem of local minima trapping issues
and the inability of metaheuristic algorithms to exploit local space
and illustrate their impact on the current model.
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