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ABSTRACT
Machine learning and data mining are being used in different 
fields like data analysis, prediction, image processing, etc., and 
particularly in healthcare. Over the past decade, several types of 
research have been carried out focusing on machine learning 
and data mining application to generate intuitions from histor-
ical data and make predictions about the results. Machine learn-
ing algorithms play a vital role in improving healthcare systems 
due to continuous research in machine learning applications. 
Several researchers have used algorithms of machine learning 
to develop systems for decision support, analyze clinical 
aspects, use historical data to extract useful information, make 
future predictions and categorize diseases, etc. to help physi-
cians make better decisions. In this study, we used an ensemble 
modeling voting technique for the classification of the birth 
dataset. Ensemble models combine individual machine learning 
algorithms to improve the accuracy by predicting from the 
combined output of the base classifiers. Gradient boosting clas-
sifier (GBC), random forest (RF), bagging classifier (BC), and extra 
trees classifier (ETC) were used as base learners for making 
a voting ensemble model for the classification of the birth 
dataset. The results produced have shown that the voting clas-
sifier of support vector machine (SVM), random forest (RF), extra 
trees classifier, and bagging classifier has given the best results 
with the proportion of 94.78%, gradient boosting classifier has 
84.39% accuracy, the random forest has 94.26% accuracy, extra 
trees classifier have 94.02% accuracy and bagging classifier has 
93.65% accuracy. The accuracy achieved by ensemble modeling 
is far higher than the machine learning algorithms. Ensemble 
models increase the accuracy of machine learning algorithms by 
reducing variance and classification errors. The development of 
such a system will not only help health organizations to take 
effective measures to improve the maternal health assessment 
process but will also open the doors for interdisciplinary 
research in two different fields in the region.
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Introduction

Machine learning is a domain that provides different computer algo-
rithms to solve some specific problem and keep on improving with the 
passage of time and the quality of the dataset. These algorithms build 
a base model and inject a dataset into it called a training dataset. From 
the training dataset, we obtain some results after algorithmic processing 
and then compare the generated results with the actual results of the 
dataset. The portion of the dataset which is used to compare the results 
of the algorithm to calculate accuracy is called the testing dataset. After 
this, we get an accuracy percentage, and we keep on repeating this 
process until we get a better accuracy percentage (Goodfellow, Bengio, 
and Courville 2016). There are numerous applications of machine learn-
ing, some of which are being used in different domains and particularly 
in healthcare. Healthcare is a vital part of our lives and we can use 
machine learning to save thousands of human lives. It helps doctors in 
different types of operational and decision-making activities. These algo-
rithms facilitate physicians to choose the effective and better operational 
method, specifically, in the worst medical situations where it is difficult 
to predict the results when analyzing patients (Milovic and Milovic  
2012). Many studies have been conducted to classify the birth data to 
help doctors to predict the birth type, i.e., normal delivery or cesarean 
section (C-Section).

Cesarean section is a surgical technique in which an expecting child is 
delivered by cutting the expecting mother’s abdomen. It is a life-saving 
method for the mother and baby when certain complications appear 
during pregnancy. This is a major operation that involves immediate 
risks for both the expecting child and the mother (Gregory et al. 2012). 
There are some cases when a cesarean section becomes unavoidable for 
an expecting woman, these cases include more than one baby in the 
Uterus, traverse position of baby, already having cesarean section deliv-
eries, substantial infant, and so forth. If normal delivery put the health 
of the expecting mother or child at risk, then the physicians suggest 
cesarean section delivery (Pasche Guignard 2015). In the last decades, 
the use of cesarean section in middle-income countries and developed 
countries is dramatically increasing worldwide. Studies show that the 
increasing number of cesarean sections can put both perinatal and 
maternal health at risk and disturbs perinatal and maternal health 
(Lumbiganon et al. 2010). According to British health services, the risk 
of death by cesarean section is three to four times higher than during 
a normal birth. In 2012 alone, the recorded figure for cesarean section 
was 23 million worldwide. This is a very high rate of cesarean sections 
across the world (Molina et al. 2015). Apart from that noted number, the 
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home deliveries and deliveries in other private clinics are very high. So, 
this alarming increase in numbers makes this a burning issue. Moreover, 
it should be noted that if a woman goes with C-section multiple times, 
every time the situation became more complex and dangerous than the 
last time. Medical field concluded that the cesarean section disturbs the 
perinatal and maternal health. Therefore, studies should be conducted to 
find out the physical or related factors that contribute to the situation 
requiring a cesarean section.

Algorithms of machine learning are used to produce valuable infor-
mation from the dataset and learn hidden patterns and understand the 
structure of data to make predictions and automate the decision-making 
process (An Introduction to Machine Learning n.d.; Goodfellow, Bengio, 
and Courville 2016). Machine learning creates a relationship between the 
predictor variable and the independent variable to find hidden patterns. 
If the data is already labeled with the independent variables to find the 
hidden patterns of data, the process is called supervised learning. To 
classify the birth data, too many algorithms of supervised machine 
learning have been developed. The purpose of all these algorithms for 
classification is almost the same, i.e., training the algorithms with the 
training dataset and then evaluating their performance with the testing 
dataset. There are different categories of algorithms of machine learning 
which are used for classification. Statistical learning methods for classifica-
tion (James et al. 2013), decision trees, and classification based on percep-
tron, Support Vectors, and Ensemble Learning methods are some well- 
known methods for performing classification. Ensemble modeling is 
a concept of machine learning in which different classifiers are combined 
to improve accuracy and reduce the variance in decision-making processes. 
Literature shows that machine learning algorithms using ensemble modeling 
techniques can make a strong classifier to generate better predictions and this 
technique has the lowest possibility of classification errors.

In the current study, we will use the birth dataset collected by (Abbas 
et al. 2018) from the regional level so that we can apply the machine 
learning ensemble modeling on the women of a particular (targeted) 
region. In the conducted study, the above mentioned dataset will be used 
to train the ensemble modeling technique of machine learning to dis-
cover hidden patterns and understand the structure of data to produce 
the best classification ensemble model and predict the birth outcomes. 
This dataset was aligned with different cleaning and reduction techni-
ques.

The main objective of conducting this study is the following:
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(a) To enhance the accuracy of machine learning algorithms using 
Ensemble modeling techniques.

(b) To reduce variance and classification error for birth data classification
(c) To generate predictions about the birth type, i.e., cesarean section or 

normal delivery.

A detailed review of the background study is discussed in section 2. The 
architecture of the methodology used in the manuscript and the descrip-
tion of the data are discussed in section 3. Section 4 presents the 
research and related discussions supported by different evaluation meth-
ods. The conclusion (summary) and future recommendations are dis-
cussed in section 5.

Literature Review

Various databases, including Wiley, Science Direct, Google Scholar, IEEE 
explorer, Re-searchGate, and other data sources, were used to locate 
studies related to determining the mode of birth. Among the most 
popular search terms were “machine learning in maternity care,” “Data 
Mining in Healthcare to Predict Cesarean Delivery,” “c-sections using 
machine learning,” and “artificial intelligence in maternity care.” In 
addition, searching various publications, such as conference papers, 
available research articles, and journals, yielded the most relevant 
reports.

In many different areas of computing, machine learning methods are 
becoming more and more common. Academics are increasingly inter-
ested in using machine learning techniques to investigate prognosis and 
diagnosis. A few different kinds of research that are relevant to the 
current topic are discussed in this section.

The number of researchers involved in the classification of birth 
datasets using algorithms of machine learning for predicting outcomes 
and diagnosis is constantly growing. This section is about some research 
studies that are conducted by the researchers related to the current 
subject under observation. This section will discuss the literature review 
of related research. To successfully complete the research, the related 
research papers needed to be reviewed. More papers are studied for this 
research listed in Table 1.

This study evaluated the use of maternal factors in creating 
a machine-learning model that provides the most accurate classification 
for unplanned C-sections and used ensemble classifiers to classify locally 
collected birth data. Various ensemble classifiers are used to determine 
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which method is best for this dataset. 

The research objectives for this study are as follows:

● Construct a decision system for making precise delivery method predictions.
● To examine the outcomes of various machine learning algorithms fre-

quently used in research papers to predict the mode of birth.
● To see how various machine learning approaches perform on locally 

collected birth data.

Methodology

Research has engrossed in problems to increase the accuracy of predict-
ing birth type as either normal or C-Section. In the current study, we 
used an ensemble modeling voting technique for the classification of the 
birth dataset. Ensemble models combine individual machine learning 
algorithms to improve the accuracy by predicting from the combined 
output of the base classifiers. Gradient boosting classifier, random forest, 
bagging classifier, and extra trees classifier were used as base learners for 
making a voting ensemble model for the classification of

the birth dataset. It is observed that there is a huge difference among the 
women because of the region and social life. 

The major focus of our research work is on:

(1) To enhance the accuracy of machine learning algorithms using 
Ensemble modeling techniques.

Figure 1. Architecture of methodology.
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Figure 3. Age distribution for C-section cases.

Figure 2. C-section and normal deliveries distribution.
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(2) To reduce variance and classification error in birth data classification
(3) To generate predictions about the birth type, i.e., cesarean section or 

normal delivery.

The architecture of the methodology is shown in Figure 1.
The proposed solution in Figure 1 is a framework for making a strong classifica-
tion model using machine learning ensemble modeling. In the first step, the 
dataset is split into a training dataset (for the training of ensemble modeling 
technique of machine learning algorithms) and a testing dataset (for testing the 
accuracy of ensemble modeling technique of machine learning algorithms) using 
the KFold cross-validation technique. In the next step, different algorithms of 
machine learning (Bagging Classifier, Random Forest (RF), Gradient Boosting 
Classifier, Extra Trees Classifier) are trained using a training dataset. These 
algorithms are selected to make an ensemble model. After selecting the machine 
learning algorithms, the ensemble modeling Voting technique is used to make an 
ensemble model of selected machine learning algorithms. The Ensemble model is 
then tested to check which algorithm has the highest accuracy on the birth dataset. 
The variables selected in the dataset are described in Table 2. The C-section and 
normal deliveries distribution over the age is illustrated in the Figure 2, 3 and 4. 

Figure 4. Age distribution for normal delivery cases.
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Results and Discussion

This study used an ensemble modeling voting technique to classify the 
birth dataset. Ensemble models combine unique machine learning algo-
rithms with improving accuracy by predicting from the combined output 
of the base classifiers. Gradient boosting classifier (GBC), random forest 
(RF), bagging classifier (BC), and extra trees classifier (ETC) were used 
as base learners for making a voting ensemble model for the classifica-
tion of the birth dataset. The accuracy achieved by ensemble modeling is 
far higher than the machine learning algorithms. The current study 
incorporates the ensemble modeling technique for classifying birth out-
comes, i.e., either cesarean section or normal delivery. Ensemble models 
increase the accuracy of machine learning algorithms by reducing var-
iance and classification errors.

This section describes the detailed results attained by using different 
machine learning algorithms and after making an ensemble of these 
machine learning algorithms. R studio and python language for classifi-
cation analysis are used which helps to apply different classifiers like 
extra trees classifier, gradient boosting classifier, random forest, bagging 
classifier, and voting classifier.

The results produced show that random forest has given mean accu-
racy of 94.26%. The gradient boosting classifier gives the results with 
a mean accuracy of 84.39%, extra trees classifier gives results with 
a mean accuracy of 94.02%. A bagging classifier using a decision tree 
as a base learner yields the results with a mean accuracy of 93.65%. 
Using Support Vector Machine, Random Forest, Extra Trees Classifier, 
and Bagging Classifier as base learners have given the highest mean 
accuracy of 94.78% in this study.

After taking the mean accuracy measure, the voting classifier has the 
highest mean accuracy. Following Table 3 shows the overall data of 
normal vs C-section deliveries whereas Table 4 shows the accuracy 
measures of all the algorithms.

Inter-classifier variation can be measured in any situation in which 
two or more independent classification methods are evaluating the same 
thing, by utilizing Kappa statistics. The calculation is based on the 
difference between how much agreement is present (“observed” agree-
ment) compared to how much agreement would be expected to be 
present by chance alone (“expected” agreement). The interpretations of 
Kappa statistic values are provided in Table 5. Table 6 shows which 
classifier falls into the substantial agreement. Random Forest and Voting 
Classifier have marginally higher mean Kappa measure as compared to 
the rest and Voting Classifier has the highest mean Kappa measure.
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The comparison of all classifiers is based on Kappa measures. The voting 
classifier has the highest mean kappa value of 0.8913 from all the individual 
machine learning algorithms.

Here are some more statistics for the models which are used to calculate 
accuracy, precision, recall, and balanced accuracy for models. Key terms used 
in these statistics are as follows.

Table 2. Specification of the dataset.
Historical Factors During Pregnancy Others

(1) Age (1) Maternal Age (1) Heartbeat
(2) Surgeries (Not C Section). (3) Bleeding (4) Inherited diseases
(5) Previous C Section (6) Blood Pressure Max (7) Breathing issues
(8) Miscarriages (9) Blood Pressure Min (10) Fatigue
(11) Abortions (12) Hemoglobin (13) Diabetes
(14) Previous Live Births (15) Use of Folic Acid (16) BP problem
(17) Menstruation (18) Medication (19) Hypertension
(20) Menstrual Cycle length (21) Headache (22) Iron Deficient

Table 3. Data distribution normal VS C-section.
Total data Normal Deliveries C-Section

488 299 189

Table 4. Detail of patients 
w.r.t age.

Age Frequency

17 3
18 4
19 10
20 37
21 29
22 42
23 49
24 29
25 56
26 28
27 33
28 42
29 21
30 36
31 2
32 9
33 6
34 0
35 11
36 17
37 12
38 5
39 0
40 7
Total 488
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(1) TP (True Positive) = case was positive (C-Section) and predicted posi-
tive (C-Section).

(2) TN (True Negative) = case was negative (Normal Delivery) and pre-
dicted negative (Normal Delivery).

(3) FP (False Positive) = case was negative (Normal Delivery) and predicted 
positive (C-Section).

(4) FN (False Negative) = case was positive (C-Section) and predicted posi-
tive (Normal Delivery).

The following Figure 5 and 6 present a confusion matrix based on the mean values 
of TP, TN, FP, and FN for all the proposed algorithms from k-fold cross- 
validation.

It is defined as the average of recall obtained in each class. The equation for 
balanced accuracy is as follows: 

Balanced accuracy ¼
1
2

TP
TPþ FP

þ
TP

TP þ FN

� �

Figure 5. Confusion matrix of random forest and gradient boosting classifier.

Figure 6. Confusion matrix of extra trees, bagging, and voting classifier.
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Precision and recall are two extremely important model evaluation metrics. 
While precision refers to the percentage of your results that is relevant, 
recall refers to the percentage of total relevant results correctly classified by 
your algorithm.

The equation for Precision and Recall is as follows: 

Precision ¼
TP

TP þ FP 

Recall ¼
TP

TP þ FN 

Table 5. Accuracy measures of algorithms.
Algorithms Mean Accuracy Mean Accuracy %age

(23) Random Forest (24) 0.9426 (25) 94.26%
(26) Gradient Boosting Classifier (27) 0.8439 (28) 84.39%
(29) Extra Trees Classifier (30) 0.9402 (31) 94.02%
(32) Bagging Classifier (33) 0.9365 (34) 93.65%
(35) Voting Classifier (36) 0.9478 (37) 94.78%

Table 6. Kappa value interpretation.
Sr. # Kappa Value Agreement

(38) 1 (39) <0 (40) Less than chance agreement
(41) 2 (42) 0.01–0.20 (43) Slight agreement
(44) 3 (45) 0.21–0.40 (46) Fair agreement
(47) 4 (48) 0.41–0.60 (49) Moderate agreement
(50) 5 (51) 0.61–0.80 (52) Substantial agreement
(53) 6 (54) 0.81–0.99 (55) Almost perfect agreement

Table 7. Kappa measures of algorithms.
Algorithms Mean Kappa Mean Kappa %age

(56) Random Forest (57) 0.8769 (58) 87.69%
(59) Gradient Boosting Classifier (60) 0.6628 (61) 66.28%
(62) Extra Trees Classifier (63) 0.8728 (64) 87.28%
(65) Bagging Classifier (66) 0.8633 (67) 86.33%
(68) Voting Classifier (69) 0.8913 (70) 89.13%

Table 8. Balanced accuracy, precision, and recall of algorithms.
Algorithms Balanced Accuracy Precision Recall

Random Forest 0.938 0.944 0.942
Gradient Boosting Classifier 0.830 0.85 0.843
Extra Trees Classifier 0.937 0.943 0.94
Bagging Classifier 0.931 0.939 0.936
Voting Classifier 0.946 0.948 0.947
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The results of mean kappa and mean kappa percentage is shown in Table 7 
while the results for balanced accuracy of C-section and normal deliveries, 
precision, and recall for the model’s gradient boosting classifier, random 
forest, extra tress classifier, bagging classifier, and voting ensemble classifier 
are shown in Table 8.

Conclusion and Recommendations

Ensemble modeling using machine learning techniques is developed to 
reduce the variance and increase the accuracy of different machine 
learning algorithms by combining them. The main goal of this study is 
to apply different machine learning techniques to increase the accuracy 
of birth outcomes, i.e., either normal delivery or C-Section. In this study, 
gradient boosting classifier (GBC), random forest (RF), extra trees clas-
sifier (ETC), bagging classifier (BC), and voting classifier (VC) algo-
rithms are trained using cross-validation (CV) technique on death 
cases dataset. The results produced have shown that the voting classifier 
of support vector machine (SVM), random forest (RF), extra trees 
classifier, and bagging classifier has given the best results with the 
proportion of 94.78%, gradient boosting classifier has 84.39% accuracy, 
the random forest has 94.26% accuracy, extra trees classifier have 94.02% 
accuracy and bagging classifier has 93.65% accuracy. The accuracy 
achieved by ensemble modeling is far higher than the machine learning 
algorithms.

This study can be enhanced in various ways. First, the current study is 
intended to make an ensemble of different machine learning algorithms 
and check their credibility for classification purposes. In the next phases, 
a comprehensive comparison is intended using machine learning algo-
rithms and ensemble model voting techniques. The dataset can also be 
extended to other regions of Pakistan by incorporating more medical, 
physical, and also involving social factors.
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